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Figure 1: Participant uses weight sensory extensions to control Ratio and Proportion simulation

ABSTRACT
Sensory extensions enhance our awareness by transforming varia-
tions in stimuli normally undetectable by human senses into per-
ceivable outputs. Similarly, interactive simulations for learning
promote an understanding of abstract phenomena. Combining sen-
sory extension devices with interactive simulations gives users
the novel opportunity to connect their sensory experiences in the
physical world to computer-simulated concepts. We explore this
opportunity by designing a suite of wearable sensory extension
devices that interface with a uniquely inclusive PhET Simulation,
Ratio and Proportion. In this simulation, two hands can be moved
on-screen to various values, representing different mathematical
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ratios. Users explore changing hand heights to find and maintain
ratios through visual and auditory feedback. Our sensory extension
devices translate force, distance, sound frequency, and magnetic
field strength to quantitative values in order to control individual
hands in the computer simulation. This paper describes the design
of the devices and our analysis of feedback from 23 high-school
aged youth who used our designs to interact with the Ratio and
Proportion simulation.

CCS CONCEPTS
• Human-centered computing→ Interaction design.

KEYWORDS
Sensory extension, human augmentation, interactive simulations.

ACM Reference Format:
Chris Hill, Casey Lee Hunt, Sammie Crowder, Brett L. Fiedler, Emily B.
Moore, and Ann Eisenberg. 2023. Investigating Sensory Extensions as Input
for Interactive Simulations. In TEI ’23: Proceedings of the Seventeenth Inter-
national Conference on Tangible, Embedded, and Embodied Interaction (TEI
’23), February 26-March 1, 2023, Warsaw, Poland. ACM, New York, NY, USA,
7 pages. https://doi.org/10.1145/3569009.3573108

https://doi.org/10.1145/3569009.3573108
https://doi.org/10.1145/3569009.3573108


TEI ’23, February 26-March 1, 2023, Warsaw, Poland Chris Hill, Casey Lee Hunt, Sammie Crowder, Brett L. Fiedler, Emily B. Moore, and Ann Eisenberg

1 INTRODUCTION
Sensor technologies enable us to design systems that augment our
experience of the world, facilitating perception beyond our innate
biological capabilities. Sensory extensions – devices that enhance
sensory abilities [25] – take in qualities of an object or event outside
our sensing capabilities, and relay that information in a percepti-
ble format. For instance, a sensory extension for e-textile makers
allows the wearer to “hear” a loss of electrical continuity while
sewing conductive traces [18]. In this work, sensory extensions are
utilized as multimodal input devices to a graphical user interface,
transforming traditional interface into a multisensory experience.

Interactive simulations and sensory extensions both enable the
perception of abstract phenomena. Traditionally, interaction with
computer simulations is limited to input devices such as the mouse,
keyboard, and touchscreen. Using commercial sensors and com-
puter vision techniques, input modalities for simulations have ex-
panded to incorporate tangible manipulatives, camera tracking,
and accelerometers [14, 23, 37]. Multiple modes of input increase
inclusivity for users with diverse needs, facilitate new types of
interaction, and create more immersive experiences [7–9, 11, 31].

To explore this design space, we created a suite of sensory ex-
tension devices for use with an interactive simulation, the PhET
simulation Ratio and Proportion. The devices provide users with a
quantified sense of force, distance, sound frequency, and magnetic
field strength, allowing them to vary the intensity of these stimuli
as input to the simulation. We then conducted workshops to ex-
plore the role of these multimodal sensory extensions in computer
simulation interaction. In this paper, we describe the insights ob-
served in these workshops; the sensory extension devices used for
this elicitation; and design considerations for integrating sensory
extension devices with interactive simulations that emerged from
feedback provided by workshop participants.

2 RELATEDWORK
2.1 Sensory Extension
Sensory extension devices enhance human perceptual abilities. The
devices we present in this paper are a suite of wearable sensory
extensions that enhance the user’s ability to detect and measure
finite changes in four different stimuli. These systems either enable
a user to perceive phenomena humans cannot ordinarily detect
or provide enhanced resolution to current senses. For a system to
enhance a sense, it should heighten a users’ sensory capabilities
and integrate with the body (e.g., wearable) [20]. Sensory extension
devices can be standalone, or paired with other technologies such as
desktop computers [30], mobile phones and tablets [22], wearable
devices [10, 28], and AR/VR headsets [17, 24].

Within Human-Computer Interaction, researchers have designed
sensory extensions that offload information onto underused sen-
sory channels [12], augment the abilities of people with diverse
needs, including users with disabilities [10, 16], facilitate learning
[15, 21], and expand awareness of environmental and personal phe-
nomena [32]. A classic example of a sensory extension device is
a belt developed by Nael et al. that detects Earth’s magnetic field
[28]. This belt provides the wearer with orientation information
obtained via an embedded magnetic compass and gives directional
information through vibration. By detecting Earth’s magnetic field

and transducing this quality into haptic output, this device allows
users to “learn” an additional sense and to integrate this capability
into their perceptual experience of the world.

2.2 Sensory Extension for Interactive
Experiences

Sensory extensions can expand interaction modalities for simula-
tions. Previously, sensory extensions have been explored as a way
to engage users’ bodies to facilitate experiential learning. These
designs include a wearable system that replicates the activity of a
polar bear in a melting Arctic environment, mimicking the exer-
tion of the bears as participants “swim” with weighted paws [27];
a worn e-textile that gives children an extended sense of bodily
processes through biometric feedback [29]; and a bee puppet device
that introduces children to system-wide thinking as they work in
teams to collect nectar from electronic flowers [40].

In the Ambient Wood project, researchers provided participants
with novel ways to interact with a forest, including a probe that
measures the moisture level of soil. This probe enabled participants
to quantitatively compare the water content of soil in different parts
of the forest environment [33]. During this early example of sen-
sory extension in education, researchers reported that their designs
increased participant engagement, but occasionally distracted par-
ticipants from learning goals. Our research investigates the use of
an inclusive multimodal simulation as output for a suite of sensory
extension devices. Similar in spirit to the AmbientWood project, we
report on the interaction patterns of participants that used our novel
system to provide insights for future sensory extension controlled
simulations for educational settings.

2.3 Multimodal Interactive Simulations
The PhET Interactive Simulations project creates inclusively-designed
simulations that are multimodal. These designs utilize auditory dis-
plays (sonification, sound effects, and verbalized text description
[13, 35, 41]); and tangible elements (haptics, touch-based interac-
tion, and manipulatives [38]) to make simulations more engaging
and accessible. Previous works have demonstrated that embodied
interaction with math simulations change the way users learn ra-
tios [14] and arithmetic [34]. Building upon this avenue of research,
collaboration between the Embodied Design Research Laboratory
at the University of California Berkeley and the PhET Interactive
Simulations project resulted in the Ratio and Proportion simulation.
This simulation is designed to enable embodied learning by allow-
ing users to create ratios by varying the position of their hands.
Relative hand position is detected by a computer vision algorithm
applied to a live webcam stream from the learners’ device. Users see
these ratios represented on-screen and hear them through sound
effects and verbal descriptions. In this work, we explore another
approach to multimodality in the Ratio and Proportion simulation,
providing participants with sensory extensions to create ratios.

3 RATIO AND PROPORTION SIMULATION
In Ratio and Proportion [3], learners raise and lower a left and right
hand (Fig. 2) to explore the ratio of hand heights. For example, a
user might be asked to create a 1:2 ratio, where the right hand
must be twice as high as the left hand. When the hands are at
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Figure 2: The visual display for the PhET Simulation, Ratio and Proportion, with hand positions far from (left), close to (middle)
and at (right) the target ratio (1:2). The background changes from white (left) to dark green with increasing saturation (middle
and right) as the target ratio is approached.

heights corresponding to the selected challenge ratio, the simulation
provides visual and auditory feedback (background turns green, a
confirmatory chime plays, and if enabled, speech description voices
“hands at challenge ratio”). When hands approach the challenge
ratio, visual and auditory feedback support learners’ awareness of
this proximity (background becomes more green, the tempo of a
plucking sound increases, and if enabled, speech description voices
“hands very close to challenge ratio” and “hands extremely close to
challenge ratio”).

Once learners are comfortable identifying multiple values that
satisfy the challenge ratio, they can explore moving the hands while
maintaining the challenge ratio continuously. Learners often ini-
tially fix the distance between the hands as they move them upward,
and find this is not the solution. Upon finding a successful solution,
the learner might conclude, “The higher the hands go, the bigger
the distance [between the hands] needs to be” [36]. When users
explore ratios with their own bodies, they learn to move in a new
way (proportionally), while building embodied representations for
the mathematical concept (the spatial interval between their own
hands). The design of novel input devices for interactive simulations
provides an opportunity to expand embodied interaction beyond
the webcam/sensorimotor association, facilitating users’ creation
of new sensory associations with mathematical ratios.

4 SENSORY EXTENSION DEVICE DESIGN
For this exploration of sensory extensions as input to interactive
simulations, we designed devices that allow users to perceive the
ratio between weights, sound frequencies, distances, and/or mag-
netic fields as input for the Ratio and Proportion simulation. These
devices enhance users’ senses by giving them a quantified output
of the ratio between phenomena that are not ordinarily perceived
as numerical values or are not naturally comparable. For example,
users do not typically have a natural sense of the ratio between
a sound frequency and a distance. With our design, the ratio be-
tween these phenomenon is displayed in the Ratio and Proportion
simulation.

Each sensory extension device consists of a sensor, a device con-
trol unit, and an armband. Each sensor is placed in a corresponding
3D printed wearable housing and connected to the control unit.

The central control unit (Fig. 3) houses a rechargeable battery and
a Bluetooth microcontroller that sends data to the Ratio and Pro-
portion simulation. Each housing uses color, icons, and labels to
indicate the sensor type and hand association (left or right) that
the unit uses to interact with the simulation.

Figure 3: Exploded view of a sensory extension device control
unit.

The devices communicate with the simulation with Bluetooth
Low Energy protocol and the simulation uses the Web Bluetooth
API [42] to receive values from the devices. Each sensory extension
device is assigned a device name corresponding to the left or right
hand. The simulation filters devices based on the particular hand
connected, to ensure that a sensory extension device worn on the
left arm will control the left hand in the simulation, and vice versa.

4.1 Weight Sensor Unit
The weight sensory extensions measure force on the wearer’s palm.
Users create ratios by holding objects with different weights or
by applying force to their palms (i.e. by clenching their fists or
pressing their hands against a surface). As the measured force
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increases, the corresponding hand in the simulation moves higher.
We measure the weight applied using a force-sensitive resistor
(FSR) [6] combined with housing that distributes the force across
the sensor (Fig. 4a). We mapped the FSRs values to measure weight
from 100 grams to 9000 grams. The housing for the weight sensory
extension contains five parts: a bottom plate, a button, the button
platform, a top plate [39], and an elastic band. The FSR is glued to
the bottom plate, and the elastic band is threaded through the top
and bottom plates to create the housing. The button is placed inside
the top plate and then the platform is fit pressed into the button.
The platform makes contact with the FSR when a force is applied
to the sensor. Participants were provided with a weight set while
using this extension.

4.2 Magnetic Field Sensor Unit
The magnetic field sensory extensions enable the user to measure
magnetic field strength. Users create ratios by varying the prox-
imity to and strength of a magnetic field source. The devices use
two giant magnetoresistance (GMR) analog sensors [1] to measure
magnetic field strength (Fig. 4b). The GMR sensors are omnipolar,
meaning the sensor output is always positive regardless of magnetic
field polarity. As the strength of the magnetic field increases, the
corresponding hand in the simulation moves higher. The housing
for the GMR sensor [43] is a flexible 3D printed TPU sleeve worn on
a fingertip. We provided participants magnets of varying strengths
to explore with the device. We also encouraged participants to
search for magnetic fields in the space around them and to use a
combination of the provided magnets and environmental magnetic
fields to create ratios in the simulation.

4.3 Distance Sensor Unit
The distance sensory extensions measure the distance between the
user’s hands and a surface. Users reach target ratios by moving
their hands closer and farther away from a surface. Each device
uses a time of flight sensor [19] fitted into a 3D printed ring (Fig.
4c) to detect the distance between the sensor and a surface. When
using this sensory extension, the user wears the ring on a finger
with the sensor facing away from their palm. As the distance be-
tween their hand and a surface increases, the corresponding hand
in the simulation moves higher. The sensors are mapped to measure
distances between 1 mm to 600 mm.

4.4 Frequency Sensor Unit
The frequency sensory extensions measure the frequency of sound
waves. The devices measure audio frequencies from 10kHz to 21kHz.
For perspective, infants can hear up to 20kHz, and the average adult
can hear up to the 16-17kHz range. The microphones are glued into
3D printed ears [2] and backed with velcro (Fig. 4d). The ear can
be held in the hand or attached to a corresponding armband. The
devices use an analog MEMS microphone [4] and a 2-stage Op Amp
that amplifies the audio signal from the mic. The microphone and
Op Amp can measure sound frequencies from 60Hz to 21kHz, but
we limit the detected sound frequency to the high frequency 10kHz
to 21kHz range to reduce environmental interference. We provided
participants with a digital tone generator to create frequencies
within the 1Hz to 21kHz range. They hold the microphone near

the tone generator or explore sounds in the environment to create
ratios in the simulation. The higher the frequency detected by the
device, the higher the corresponding hand moves in the simulation.

5 WORKSHOPS WITH HIGH SCHOOL YOUTH
5.1 Workshop Design
We collected feedback from high-school-aged youth across two
author-facilitated workshops held in conjunction with a university-
affiliated STEM summer camp. The first 9-hour workshop was
conducted across three, three-hour sessions with 19 participants in
a 2-week engineering-focused program. These participants were
recruited both locally and nationally. The second 6-hour workshop
was held over two, three-hour sessions with 11 regionally-recruited
interns in a month-long program on the use of Maker technologies
to create accessible media. In both workshops we engaged partic-
ipants in activities and discussions using the sensory extension
devices, and co-design of new sensory extensions. This paper fo-
cuses on one activity during the workshops, where participants
provided feedback using sticky notes as they used the sensory ex-
tension devices designed by our team with the Ratio and Proportion
simulation. The research team then used affinity diagramming [26]
to sort the notes into themes and design considerations. Of those
participating, 23 youth (13 and 10, respectively) consented with
parental permission to have their video and audio data analyzed
and shared for research purposes. All participants are referred to
using aliases in the proceeding data analysis.

5.2 Themes and Design Considerations
5.2.1 Playful Interaction and Collaboration.
Participants gravitated toward utilizing the Ratio and Proportion
simulation in pairs, with each person wearing a single sensory
extension device. As a result, participants tended to collaboratively
probe for solutions in the simulation. For one pair of participants,
Sara and Juliana, this shared control enabled them to work together
to make sense of the simulation. At the start of their interaction
with the simulation using the distance sensor, Sara says, “I don’t
get this,” to which Juliana replies, “I think we are supposed to make
ratios.” After finding the first correct configuration, and receiving
confirmation with auditory and visual feedback, they began looking
for more ratios. Soon Sara was calling out position values of the
hand she controlled as she varied the distance between her hand
and the table, giving Juliana the ability to find the second value in
the ratio. Collaborative interactions with the devices also created
a game-like experience to some. In one interaction, Ken wore the
weight sensory extension and Aliyah wore the distance sensory
extension. While the two collaborated to achieve different ratio
goals in the simulation, they noted that the experience of creating
ratios together felt playful: Ken said, "having someone else do a
different one it’s like a multiplayer game".

5.2.2 Device Form Factor.
Participants provided a significant amount of feedback regarding
the form factor of the devices. One participant noted that they
liked how the control units were “customizable for hand/wrist size
and left and right are clearly labeled.” Another said, “I like how
they look.” Other comments included requests for several sizes of
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Figure 4: (a) Weight, (b) Magnetic Field, (c) Distance, and (d) Frequency sensor units.

distance sensing rings (we provided a single size), and uncertainty
about the way to wear the magnetic field sensor and the distance
sensor ring. Participants reported confusion when the device form
factor did not align with their interaction expectations. For example,
one participant tried using the weight sensor on a table, rather than
on their palm, and indicated that the elastic band made it difficult
to use in this context.

With this feedback, we conclude that sensory extensions should
be flexible in the way they attach to the body, and that designers
should provide additional options to use sensors in non-wearable
configurations. For example, adding a removable strap to the weight
sensory extension would allow participants to use it in the hand as
well as on a tabletop. In the case of the distance-sensing rings, mul-
tiple sizes or alternative form factors – such as the head-mounted
distance sensor suggested by a participant – would give users a
greater degree of wearable flexibility.

5.2.3 Sensor Mapping/Sensitivity.
Several participants provided comments about the relationship be-
tween the sensor input and the simulation model. Some liked the
mapping: “I enjoyed how effective the hand motion sensor was” and
“the magnetic field is good with detection.” Others suggested chang-
ing the mapping of the sensor to improve the use of the sensory
extensions with the simulation. Some noted that they were unable
to attain the maximum value with the weight sensory extension
devices and that they would prefer a more sensitive device. Another
participant indicated the opposite: they disliked that it was possi-
ble to “max [the weight sensor] with one finger”. One participant
requested that the weight sensory extensions represent the actual
weight measured, i.e, moving the hands on the simulation halfway
up the range would indicate that a weight of 500 grams was applied
to the sensor.

In another example, at least one participant found the direction
of the mapping of the magnetic field sensory extension counter-
intuitive. Our default mapping increased the value of the hands as
the input value increased. In other words, as a participants hand
was lowered to approach a magnet resting on a tabletop, the cor-
responding hand in the simulation would increase in value. One
participant indicated a desire to reverse the mapping: “the magnets
should be on top, and that definitely, like, messes withme. Just when
I’m moving my finger it’s moving away from the magnetic field. . .
that doesn’t translate very well." Participant feedback regarding the
mapping and smoothing of the sensors was sometimes conflicting.

For example, two participants indicated that the mapping of the
hearing extension was too sensitive, while another stated that the
hearing extension should be more sensitive. We view the conflicting
feedback as indication that designers could improve the experience
of using the sensory extensions by providing customization options
for sensor mapping, to accommodate differences in sensory needs
and preferences.

5.2.4 Combining Multimodal Inputs and Multimodal Outputs.
Participants shared several comments about the relationship be-
tween sensor input and the multimodal simulation outputs. One
noted that they liked the auditory display, as an “interesting sound
visualization”. Additionally, other participants shared that they en-
joyed seeing their interactions with intangible phenomena (such
as magnetic fields) reflected in the on-screen feedback of the sim-
ulation. However, in some cases the simulation feedback did not
connect with the participants’ physical experience, and created
ambiguity because they could not tell when they hit the target ratio.
As one note read: “I wasn’t really sure if I got the right proportion
because there were just different shades of green (not sure which
green was right)”. As a solution to this ambiguity, participants sug-
gested alternative sonification options (such as changing tone in
addition to existing tone speed changes). In addition, participants
requested haptic outputs to be integrated into the sensory extension
devices that vibrate when close to the target ratio.

While the auditory display (speech description and sonification)
was active during the workshop sessions, the number of simula-
tions simultaneously in use coupled with the noise in the room
made it difficult to hear and interpret the speech description and
auditory cues. One participant noted, “there’s not really a way to do
it without seeing - at least not from how we were [using the exten-
sions].” This highlights the need to evaluate interactive simulations
in a variety of environmental conditions. Additionally, the feedback
we received about the ambiguity of auditory and visual “success”
cues when using the sensory extensions suggests the importance
of designing simulation outputs with the type of input modality in
mind. For example, while traditional keyboard and mouse naviga-
tion of the simulation allows users to keep a hand in a stationary
position and change values in the simulation stepwise, our sensory
extensions require hands to be held steady to meet the criteria for
a successful ratio. As a result, it is more difficult to achieve and
maintain the success condition of the simulation with the sensory
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extension devices. These differences in input affordances changed
the effectiveness of simulation feedback.

5.2.5 Sensory Extension Devices and Simulations as a Flexible Tool.
During the workshops, participants made connections to real-life
scenarios while using sensory extensions to create ratios. Specif-
ically, they shared ideas about situations where extending one’s
sense of ratios between weights, distances, sounds, and magnetic
field strengths could be useful to complete different types of tasks.
One group using the weight sensory extension devices imagined
that a chef might leverage the ability to quantify the ratio of hand-
held weights to measure ingredient ratios on the fly: “if a chef
was holding ingredients in his hands he could see if they are one
to three.” Another participant suggested using the weight device
for physical therapy, allowing a patient to measure their strength
in hand calisthenics routines. For the magnetic field sensory ex-
tension device, a participant envisioned an electrician using the
device to determine if electrical components are working properly
by comparing their magnetic fields.

After using the sensory extension devices as input, participants
began to think about the devices and simulation as flexible tools
that could be applied to different scenarios. Discussing the sen-
sory extension devices in real-world scenarios came naturally to
participants, pointing to the opportunity to ground simulations in
participants’ lived experiences. The Ratio and Proportion simulation
scaffolds user discovery of an abstract target ratio (1:2, 1:3, etc) that
lends itself to completing a task that utilizes exact ratios of weights,
magnetic field strengths, sound frequencies, or distances. By em-
bracing this opportunity to utilize the sensory extension devices
to ground the concept of the simulation in real-life, we can enrich
users’ understanding of ratio and proportion.

6 CONCLUSION AND FUTUREWORK
In this paper, we explore the role of sensory extensions in com-
puter simulation interaction. Through combining multimodal in-
puts with Ratio and Proportion and analyzing feedback provided
by high-school-aged youth about their experiences during open-
ended exploration with these designs, we contribute themes and
considerations that designers should bear in mind when expanding
multimodal interaction for use with educational tools. We find our
study opens up questions regarding the influence of embodied input
–via sensory extension with weight, sound frequency, magnetic
field, and distance –upon students’ mathematical understanding of
ratio and proportion. We are also interested in the impact of learn-
ers’ use of the sensory extensions in different application scenarios
(e.g. cooking) while using a mathematical tool, such as Ratio and
Proportion, and the ways that the combination of sensory extension
and interactive simulations may change learners’ experiences when
used to complete a physical task. We plan to apply what we have
learned from our workshops with the Ratio and Proportion sensory
extension devices to more direct co-design scenarios with youth.
Through this work, we hope to converge on design principles for
creating sensory extensions and tools for co-design to use with
and for designing interactive STEM simulations, which we antic-
ipate will garner insight into facilitating more inclusive learning
experiences.
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